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Abstract- A multi-tenant Cloud Computing Infrastructure 

(CCI) consists of several Virtual Machines (VMs) running on 

same physical platform by using virtualization techniques. The 

VMs are monitored and managed by kernel based software i.e. 

Virtual Machine Monitor (VMM) or hypervisor which is main 

component of Virtualized Cloud Computing Infrastructure 

(VCCI). Due to software based vulnerabilities, VMMs are 

compromised to security attacks that may take place from inside 

or outside attackers. In order to formulate a secure VCCI, VMM 

must be protected by implementing strong security tools and 

techniques such as Encryption and Key Management (EKM), 

Access Control Mechanisms (ACMs), Intrusion Detection Tools 

(IDTs), Virtual Trusted Platform Module (vTPM), Virtual 

Firewalls (VFs) and Trusted Virtual Domains (TVDs). In this 

research paper we describe the techniques of virtualizing a CCI, 

types of attacks on VCCI, vulnerabilities of VMMs and we 

critically describe the significance of security tools and 

techniques for securing a VCCI. 
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I. Introduction 

Considering the reduction in global warming cloud 
computing is moving towards the platform of virtualization [1]. 
Under this technique hardware or software resources such as 
memory, CPU, storage, network are logically portioned and 
provided to multiple tenants. However virtualization is 
complex and has a considerable attack surface. It is prone to 
bugs and vulnerabilities [2]. The applications of clients are 
running on VMs residing on VCCI. Since the VMs are not 
permitted to access the underlying physical hardware directly, 
hypervisor or VMM is used to manage, monitor and isolate 
VMs from each other and the host OS [3]. One of the primary 
benefits that virtualization brings is isolation. This benefit, if 
not carefully deployed will become a threat to the operating 
environment [4]. However, Cloud Service Providers (CSPs) 
undertake a substantial effort to secure their systems in order to 
minimize the threats to infrastructure but still hypervisors has 
flaws of weak security isolation [5]. If an attacker is able to 
gain access over the hypervisor, whole service could be at risk 
and all the VMs running over the hypervisor would be 
compromised [6-7]. Due to inappropriate security standards 
used for hypervisors at infrastructure level, there are security 
gaps that can be exploited by the inside or outside malicious 
attackers to misuse the infrastructure [8]. Since public cloud 
provides open global accesses to heterogeneous clients, 
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confidentiality, integrity, security, availability, authenticity and 
privacy are essential concerns for both CSP and clients as well. 
Security and privacy are the most significant challenges that 
may impede the cloud computing adoption. Violating the 
security of any component will impact the other components 
consequently the security of the entire system will collapse [3]. 
CCI must be secure at each layer such as physical, network, 
virtualization and application layers. However, the focus of this 
research paper is to identify and analyze the security issues and 
threats only on VCCI. 

II. Virtualizing The Cloud Computing Infrastructure 

The adoption of virtualization in cloud computing brought 
up several advantages compared to traditional computing 
infrastructure where one resource was allocated to a single VM 
at a time [9]. The clients are interacting with the physical 
infrastructure by accessing their applications on their personal 
VMs running on a hypervisor as shown in Fig.) [9]. 

User VM User VM Manager VM 

Hypervisor 

Hardware Infrastructure 

Figure I. Cloud Virtualization [9] 

Since a VCCI consists of numerous clients VMs that, are 
controlled by VMM to ensure fair scheduling, memory and 
resource allocation etc. The VMM itself is running on the 
physical infrastructure by utilizing the host OS [) 0]. The VCCI 
is similar to the OS environment, where multiple processes are 
running on a single OS which is responsible for monitoring and 
managing the processes. There are two main types of 
hypervisors used on a VCCI i.e. Type-l and Type-2. A Type-l 
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hypervisor runs directly upon the hardware with a separated 
layer from the host OS. Type-2 hypervisor runs together with 
the host OS. Due to the isolation from the host OS, the 
security, performance and scalability features in Type-I are 
enhanced than Type-2 [11]. The highly used industry based 
type-l and type-2 hypervisor include Xen and KVM 
respective Iy. 

A. Xen Hypervisor 

Xen resides between the VMs and underlying physical 
hardware. In order to create a secure operating environment, 
Xen hypervisor divides the VMs into two domains i.e. 
DomainO (DomO) and DomainU (DomU) according to the 
accessibility privileges. The DomO VM has higher privileges 
and it can access the hardware whereas DomU VMs have 
lower privileges and cannot directly access the hardware. 
When Xen hypervisor starts, for the first time it loads DomO 
VM. Normally the user of DomO is a system administrator who 
has privilege to use the hypervisor interface to create, delete or 
manage any DomU VMs. Each DomU VM contains a 
modified Linux kernel that includes front-end drivers that 
communicates with the Xen hypervisor, instead of 
communicating directly with hardware. For each DomU VM, 
CPU and memory access operations are handled directly by the 
Xen hypervisor. However, 110 is directed to DomO since Xen 
hypervisor itself is not able to perform any I/O operation [12]. 

B. Kernel Virtual Machine (KVM) Hypervisor 

KVM is developed by implementing Linux kernel module 
with enhanced hypervisor functionalities. Each Linux process 
has two modes of execution, user and kernel mode. The user 
mode is considered as unprivileged while kernel mode is 
considered as privileged process. The default mode for a 
process is user mode. It changes to the kernel mode when it 
requires some sort of services from kernel such as request for 
writing to hard disk. While implementing the KVM, the 
developers added a third mode for process, called as guest 
mode. The guest mode itself has two normal modes user and 
kernel, can be called as guest-user and guest-kernel mode. 
When a guest process is executing non-I/O guest code, it will 
run in guest-user mode. In guest-kernel mode, the process 
handles exits from guest-user mode due to I/O or other special 
instructions. In user mode, the Linux process performs I/O on 
behalf of a guest. In the KVM model each guest VM is 
implemented as a simple Linux process and that process itself 
is able to run multiple applications concurrently because it is 
acting as a virtual OS [13]. Each VM is scheduled by standard 
Linux scheduler. 

III. ATTACKS ON VCCI AND VULNERABILITIES OF 

VMMS 

Due to inappropriate security standards used for 
hypervisors at infrastructure level, there are several security 
gaps that can be exploited by the inside or outside malicious 
attackers to misuse the infrastructure as shown in Fig. 2 [8]. 

External 

� 

Figure 2. Insider and Outsider Attack [8] 

Attack on any component of VCCI may affect the others. In 
order to overcome this issue, the infrastructure needs to be 
secured by implementing security tools and techniques that 
isolates the VMM, guest/ host OS and physical hardware from 
the side-effects of each other. [2] Identified two major attacks 
on VCCI (VM to VM and VM to Hypervisor) as shown in Fig. 
3 [2]. 
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Figure 3. Attack Surface [2] 
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The attacks visualized in Fig.3 can take place due to three 
major vulnerabilities (VM hopping, VM escape and VM 
mobility) identified in hypervisors [7] [4]. 
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A, VM Hopping 

When several VMs are running on the same host OS, a 
malicious attacker such as remote un-trusted cloud user on one 
VM can obtain the access of other VM just by knowing its IP 
address. Once a VM is attacked, the attacker can monitor the 
traffic going over the VM and change the flow of traffic 
or manipulate it. This attack can create a major issue of Denial 
of Service (DOS) that is actually an attempt to make a 
computer resource unavailable to its intended users [4]. If VM 
is running since a long time, an attacker can modify the 
configuration file such that VM goes off state. Therefore the 
ongoing communication to that VM could be stopped. When 
the connection is resumed, the VM needs to start the 
entire communication again [7]. 

B. VM Escape 

This vulnerability allows a guest-level VM to attack its host. 
Under this an attacker such as an un-trusted user of cloud 
services can run a code on a VM that allows an OS running 
within it to break out and interact directly with the hypervisor. 
Such an exploit could give the attacker access to the host OS 
and all other VMs running on that host [4]. If an attacker gains 
access to the host running multiple VMs, he/she can access the 
resources which are shared by the other VMs. The host can 
monitor the memory being allocated and the CPU utilization. If 
necessary an attacker can bring down these resources and turn 
off the hypervisor and if the hypervisor fails, all the other VMs 
turn off eventually [7]. 

C. VM Mobility 

Under a VCCI, VMs can move from one physical host to 
another is called as VM mobility. However, VM mobility can 
be risky for security attacks, VM files can be stolen without 
physical theft of the host machine [3]. VMs can be moved over 
the Network or copied through a USB. Since VM are not 
essentially present on the physical machine, the threat for an 
attack increases. The contents of the VM are stored in a file on 
the hypervisor. If the VM is moved to another location, then 
the virtual disk is also recreated and an attacker can then 
modify the source configuration file and alter the VMs 
activities. VM can also be compromised if the VM is offline. 
An attacker can modify the configuration file of the VM. 
Gaining access to the virtual disk, attacker has sufficient 
time to break in all the security measure such as 
passwords, important credentials, etc. Since this VM is a copy 
of the actual VM, it is difficult to trace the attacker with 
this threat [7]. This attack is normally caused by a malicious 
cloud administrator. 

IV. SECURITY TOOLS AND TECHNIQUES FOR SECURING 

THE VIRTUALIZED CLOUD COMPUTING 

INFRASTRUCTURE 

There are numerous security tools and techniques available 
to overcome the malicious threats on VCCI and hypervisor 
vulnerabilities. During our analysis, we have identified some 
major approaches for securing a VCCI by reviewing the past 
and present literature. These include EKM, ACMs, lOTs, 

vTPM, VFs and TVDs. The significances of these techniques 
to secure a VCCI are described as follows: 

A. Encryption and Key Management (EKM) 

The protection of data against the loss and theft is a shared 
responsibility of cloud customer and CSP. Nowadays, 
encryption is one of the strongly recommended techniques in 
cloud Service Level Agreements (SLAs) [26]. The confidential 
data of customer must be encrypted at three different stages i.e. 
encryption of data- at- rest (encrypting the customer's data on 
disk storage as cipher text that will protect the data from 
malicious CSP and illegal use), encryption of data-at-transit 
(encrypting the confidential information such as credit cards 
while transmitting over a network) and encryption of data on 
backup media such as external or internal storages, this can 
protect against misuse of lost or stolen media [14]. However, 
encryption only is not enough to keep the data secure, there 
must be proper key management practices to ensure the safe 
and legal access of encryption keys. For-instance encryption 
keys must be protected same as sensitive data itself and these 
keys should be accessed only by limited and authorized 
personalities and proper procedures must be followed if 
encryption keys are lost or stolen [14]. It is the customer's 
responsibility to enforce the use of encryption and key 
management in their SLAs. However, type of encryption 
technique used depends upon the requirements and objectives. 
The common encryption methods that can be used on VCCI 
include symmetric and asymmetric algorithms. From 
symmetric cryptography family, Triple Data Encryption 
Algorithm (TOEA) also known as Triple-DES or (3DES) and 
Advanced Encryption Standard (AES) are most common types 
of encryption techniques. These types of encryption and 
decryption process use a secret key. From asymmetric 
cryptography, RSA and Elliptic Curve Cryptography (ECC) 
are mostly used encryption techniques, unlike symmetric these 
methods uses two different keys, a public key for encryption 
and a private key for decryption [24]. If data encryption 
practices are followed accurately, the data will be saved from 
the illegal accesses or theft of a malicious CSP's administrator 
and remote hackers. 

B. Intrusion Detection Tools (IDTs) 

The multi-tenant and distributed nature of the cloud makes 
it an attractive target for potential intruders. Appropriate IDTs 
should be used at VCCI which continuously collects and 
analyzes data from a computing system, aiming to detect 
intrusive actions. There are two main approaches for IDTs i.e. 
Network-based lOTs (NIDTs) and Host-based lOTs (HIOTs), 
NIDTs are based on monitoring the network traffic flowing 
through the systems and examining events as packets of 
information exchange between computers. While, HIOTs are 
based on monitoring local activity on a host like processes, 
network connections, system calls, logs, etc and examining 
events like what files were accessed and what applications 
were executed [16]. Both lOTs tools should be used at VCCI to 
ensure safe and secure operating environment in order to block 
the intruders. 
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C. Virtual Firewall (VF) 

It is a firewall service running in a virtualized environment 
which provides usual packet filtering and monitoring services 
that a physical firewall provides [18]. VFs can execute in 
various modes typically hypervisor-mode (hypervisor 
resident) and bride-mode. In order to protect the VMs and 
VMM, hypervisor-resident VFs must be implemented on the 
VMM where it is responsible to capture malicious VM 
activities including packet injections. These VFs require a 
modification to the physical host hypervisor kernel to install 
process hooks or modules allowing the VF system access to 
VM information and direct access to the virtual network 
switches as well as virtualized network interfaces moving 
packet traffIc between VMs. The hypervisor-resident VF can 
use the same hooks to then perform all firewall functions like 
packet inspection, dropping, and forwarding but without 
actually touching the virtual network at any point. Hypervisor
resident VFs can be faster as compared to bridge-mode VFs 
because they are not performing packet inspection in VFs, but 
rather from within the kernel at native hardware speeds [19]. 

D. Trusted Virtual Domains (TVDs) 

A TVD is security technique formed at VCCI by grouping 
the related VMs running on separate physical machine into a 
single network domain with a unified security policy. The 
multiple instances of TVDs co-exist on a single platform 
under a shared resource policy. The use of TVD provides 
strong isolation among un-related VMs as the communication 
among TVDs takes places only according to the security 
policies defmed by administrator configured in the VMM. A 
malicious VM cannot join any TVD because in order to join 
TVD, a VM should fulfIl the requirements of the policy so no 
malicious VM can affect the VMs of trusted users on cloud 
[20]. Normally the VMs residing in a TVD are labeled with a 
unique identifier. For-instance the VMs of one customer will 
be labeled differently from the other customer. The labeling is 
used to identity the assigned VMs to a particular customer and 
to allow the same labeled VMs to run on inside the same TVD 
that must be designed by following a proper security 
guidelines and policies that doesn't exhibit any loop holes. 

E. Access Control Mechanisms (ACMs) 

ACMs are responsible of protecting of a VCCI by limiting, 
denying or restricting access to a system or an entity such as 
processes, VM and VMMs according to the well defined 
security policies [15]. Most common ACMs used in VCCI 
include Mandatory Access Control (MAC), Discretionary 
Access Control (DAC) and Role Based Access Control 
(RBAC). All these techniques are known as identity based 
ACMs as user subjects and resources objects are identified by 
unique names. Identification may be done directly or through 
roles assigned to the subjects [25]. ACMs guarantees integrity 
and confidentiality of the resources. Access control must be 
performed by a trusted party which can be also the CSP or 
third party in association with the cloud customer. Moreover, 
the collaboration and the expression of access control at each 
layer e.g. hypervisor or OS must be achieved in a dedicated 

and neutral language to allow a unification policy regardless 
of the layer. 

F. Virtual Trusted Platform Module (vTPM) 

IBM researchers proposed TPM virtualization that is based 
on certificate chain linking vTPMs to the physical TPM in 
order to provide its capabilities and make it available to all 
VMs running on a platform. vTPMs can be located in a 
specific layer over the hypervisor. A vTPM instance is created 
for each VM by vTPM Manager which is built in a specific 
VM and may invoke its own vTPM through the hypervisor 
[17]. Each VM has its associated vTPM instance that emulates 
the TPM functionality to extend the chain of trust from the 
physical TPM to each vTPM via careful management of 
signing keys and certificates. A vTPM has its own virtual 
Endorsement Key (EK) and virtual Storage Root Key (SRK) 
beside some software on the host. In multi-tenant VCCI 
the system of vTPM virtualizes a physical TPM to be used by 
a number of VM on a single hardware platform [23]. 

V. IMPLEMENTATION OF SECURITY TOOLS AND TECHNIQUES 

FOR FORMULATING A SECURE VCCI 

The security tools and techniques discussed in previous 
section have been implemented by various researchers to 
design and develop secure VCCI. This section describes some 
of the valuable contributions by the researchers. [21] designed 
Trusted Virtual Datacenter (TVDc). The aim of TVDc is to 
provide a safety net that reduces the risk of security issues that 
take place by misusing the VMs with the help of malicious 
software. [22] Proposed a trusted VMM with the use of 
encryption methods. This technique is referred as CloudVisor. 
It is implemented as a security monitor that runs in the highest 
privileged mode even more than the hypervisor. Once the 
CloudVisor runs then it starts the hypervisor that executes in 
the least privileges mode. In order to enforce protection and 
isolation, CloudVisor monitors the use hardware by VMM and 
VMs. CloudVisor uses security authentication TPM for secure 
boot-up and encryption of VMs data. [8] Proposed the TVMM 
by using TPM as root of trust by implementing it on Xen 
hypervisor. The vTPM provides the iso lation security between 
VMs so no any VMs can access the resources of others. [8] 
Also proposed a page-based encryption method. This method 
uses the secret key managed by the hypervisor to encrypt all 
pages. Encryption uses AES-128 in CBC mode, and hashing 
uses SHA-256 before the pages are handed over to DomO. 
These are few of the valuable contributions however there is 
tremendous amount of research being carried out by several 
researchers for securing the VCCI. 

VI. CONCLUSION AND FUTURE WORK 

Multi-tenancy is one of the significant characteristics of 
cloud computing that refers to the mechanism of sharing a 
cloud platform and resources to the several clients. In order to 
achieve the benefits of this technique, cloud computing has 
moved towards virtualization, where each clients is assigned 
with one or multiple VMs. Beside the benefits, multi-tenant 
cloud environments is also vulnerable to attacks that have 
impede the trust on adopting cloud computing. Attacks have 

Proceedings of 20121ntemational of Cloud Computing, Technologies, Applications & Management 154 



Sarrraz Nawaz Brohi, Mervat Adib Bamiah, Muhammad Nawaz Brohi, Ruk shanda Kamran 

been identified from outsiders and insiders, The major targeted 
point for attack on veel includes the VMM. In order to secure 
the VMM, several techniques have been introduced that are 
implemented by various researchers from academia and 
industry to secure the veeI. The adoption of cloud computing 
is an un-stopping task so the challenge is to formulate a secure 
eel. In order to contribute in the field of cloud computing we 
analyzed the security issues on VeeI, however security is not 
only limited to virtualization components. A eel must be 
secure at various layers physical, network, application, 
management and organizational layers by considering the 
governmental policies and SLAs etc. However, the future 
direction of our research is to conduct an analysis identitying 
and overcoming the security issues on cloud computing from 
governance and operational perspectives. 
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